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My first months at Union Investment have been

very challenging. Not only with regard to the

company or the people I am working with, but

mainly because of the Corona pandemic. It was

not what I was expecting to get into, but it

helped me to get to know the asset manage-

ment industry very fast including the chal-

lenges we and every other asset manager have

to face now.

I was and still am very impressed by the rapid-

ness we switched to a telework mode, and

merely 90% of our staff worked from home

during shutdown time. For me, this showed

how digitalized we are already in our company.

However, there are many other challenges

coming up:

(1) Find a way to offer clients our products

without visiting the bank

Before the corona pandemic, we could already

see a trend to more digitalization in the asset

management industry. For example, Union

Investment established its own FinTech

VisualVest in 2017. It enables us to give new

digital trends a chance without integrating it

right from the beginning in the infrastructure

of a big asset manager. VisualVest and our tai-

lored solution MeinInvest for our retail banks,

Volksbanken Raiffeisenbanken – the coopera-

tive financial network, allow banks to offer our

investment fund products via a robo advisor to

their clients. Investors do not need to visit their

bank in person to invest in investment funds.

This can be easily done by the Internet and a

robo advisor.

(2) Make sustainability in portfolio manage-

ment measurable and investable

Digitalization is integrated in our sustainable

investment processes. The Sustainable Invest -

ment Research Information System (SIRIS) is

our proprietary digital research tool for sus-

tainability in portfolio management. In-depth

fundamental analysis, active portfolio manage-

ment, and consideration of environmental,

social, and governance (ESG) criteria through-

out the investment process make it possible to

systematically exploit market inefficiencies in

order to achieve risk-adjusted outperformance

for our clients. In the context of portfolio man-

agement, the analysis of ESG risks and oppor-

tunities is firmly embedded within our research

work. Closer fundamental integration enables

us to make better investment decisions and

generate a positive impact on investment per-

formance. The numbers of SIRIS are quite

impressive: We cover 32,000 issuers, 5 asset

classes, over 94,000 securities, 114 countries,

and manage EUR 50.4 billion sustainable

assets under management so far.

(3) Humanistic artificial intelligence will affect

our business

Artificial intelligence (AI) can be used in various

areas. It covers the area of documents and

texts (e.g., chatbots, CV scanning, sentiment

analysis, document processing), image and

video (e.g., gesture/face/handwriting recog -

nition, object detection), time series (e.g., fore-

casts, predictive maintenance, fraud detection,

supply chain analytics), data analysis (e.g., pat-

tern recognition, insight minings) and audio

(e.g., voice detection, noise reduction, audio

fingerprinting). Union Investment wants to

become a leading player in the area of artificial

intelligence for asset management. From our

point of view artificial intelligence can develop

our business in various ways and areas. But

our overall goal at Union Investment stays the

same with AI. We always have the best inter-

ests of our investors in mind and will use AI

to improve our data and service level towards

our banking partners and customers. But, with

all the fancy and interesting things, you can

do with AI, we shall never lose the focus and

control over the machines and robotics.

Therefore, Union Investment supports a

humanistic AI approach. There always needs to

be a person who teaches and controls the

machines and stays responsible for the find-

ings. Hence, our AI approach combines eco-

nomic benefit and ethical principles.

Editorial

Digitalizing Asset Management – 
The Way Forward  

Alexander Lichtenberg

Alexander Lichtenberg

Member of the Executive Board

Union Investment
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Motivation

According to the Internet Advertising Bureau

(IAB), in 2018, the online advertising industry

generated revenues of more than USD 107 bil-

lion in the US and more than EUR 55 billion in

the EU, with steady year-over-year growth of

more than 10%.

Transactions between publishers and advertis-

ers create the vast majority of these revenues.

Publishers, like the Financial Times or Spiegel

Online, make most of their money by selling ad

space on their websites to advertisers, who use

the ad space to display a specific ad to an indi-

vidual user of the publisher website. With

increasing data science capabilities, adver -

tisers draw on a large amount of data to per-

sonalize the content of the ad to the interests of

each individual user in real-time; thereby, they

increase the relevance of the ad for each user.

For that purpose, the online advertising indus-

try collects and stores a record of a user’s activ-

ity on the Internet via various tracking technolo-

gies – with third-party cookies as the most pre-

dominant form. Third-party cookies are text

files that contain unstructured data about a

user’s browsing history and are shared among

advertisers and publishers across websites.

Assume a user is browsing the Internet visiting

real estate websites, like immobilienscout24.de

in Germany. A small piece of text would be

saved in the third-party cookie. Advertisers can

access this data and deduct that this user might

be interested in a mortgage and target this user

with a matching ad.

With the growing discussion on the protection of

consumer privacy, the tracking of a user’s

browsing history is under fire. Policy makers

have put forward regulation to restrict the collec-

tion, storage, and processing of user data as

introduced with the General Data Protection

Regulation (GDPR) in 2018 in the EU or the

California Consumer Privacy Act (CCPA) in 2020

in the US. Web browsers like Mozilla’s Firefox,

Apple’s Safari, and Google’s Chrome have

already disabled or plan to disable tracking tech-

nologies, like third-party cookies, by default. This

development might have important economic

consequences for publishers, which rely heavily

on data-based online advertising income to

finance their free editorial content.

If online user tracking technologies are no

longer available, online advertisers (1) lose the

ability to profile users and personalize ad con-

tent, and (2) are no longer able to measure the

success of their online ads, e.g., by observing

click-through rates. As a result, advertisers’

willingness to pay (WTP) for displaying a specif-

ic ad to a specific user might decrease and, con-

sequently, also prices for ads and, thus, adver-

tising revenues of publishers might decrease.

While disabling user tracking technologies

potentially declines advertisers’ WTP and, there-

by, leads to reduced ad prices, there are also

arguments that point in a different direction.

Disabling user tracking technologies might

increase ad prices by increasing competition

between advertisers. If user tracking is possi-

ble, data about a user’s interests and prefer-

ences deduced from a user’s browsing history

allows advertisers to segment the large amount

of online users and target only users that fit the

profile of an advertiser’s target audience. Given

that not all advertisers are interested in the

same users, user data narrows down user seg-

ments and thereby decreases competition for a

specific user resulting in lower prices. Without

user data, the effect might reverse. More adver-

tisers could compete for the same users, lead-

ing to thicker markets, higher ad prices, and,

thereby, higher publisher revenues (Levin &

Milgrom, 2010).

So far, the potential effect of disabling user

tracking technologies is unclear, theoretical

predictions are mixed and only very little and

conflicting empirical evidence exists (Johnson

et al., 2020). We address this gap by empirically

investigating a unique data set of millions of

ad transactions to understand changes in ad

prices. We, thereby, inform policy makers and

industry participants about the monetary

consequences of the actions restricting user

tracking.

Description of Empirical Study

To assess the potential changes in publisher rev-

enues, we estimate the difference in prices of an

ad that are paid with and without user data. We,

therefore, examine the prices of more than 42

million ad impressions sold via a large European

Research Report

Economic Value of Data 
FIRMS COLLECT A LARGE AMOUNT OF DATA BY ENGAGING HEAVILY IN THE COLLEC-

TION AND STORAGE OF ONLINE USER ACTIVITY VIA VARIOUS USER TRACKING TECH-

NOLOGIES. RECENT POLICY INITIATIVES AIM AT RESTRICTING THIS PRACTICE TO

PROTECT CONSUMER PRIVACY. WE STUDY EMPIRICALLY THE CONSEQUENCES OF SUCH

RESTRICTIONS FOR ONLINE PUBLISHERS, SUCH AS NEWS WEBSITES, BECAUSE THEY

STRONGLY RELY ON REVENUES THAT ARE GENERATED BASED ON USER DATA. WE

FIND A PRICE DECREASE OF CA. 30% FOR ONLINE ADS WHEN NO DATA FROM USER

TRACKING IS AVAILABLE. THE POTENTIAL REVENUE LOSS COULD BE MORE THAN

EUR 14 BILLION IN THE EU AND MORE THAN USD 27 BILLION IN THE US.

Rene Laub Klaus Miller

Bernd Skiera
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ad exchange within a period of two weeks.

These ad impressions account for approximate-

ly 5% of all ad impressions of the data provider

during the observation period. Around 85 % of

the ad impressions have associated user data

available via a third-party cookie and around

15% of the ad impressions are without associat-

ed user data. The ads are shown to more than

1.3 million different online users and comprise

100 different online and mobile publishers, cov-

ering a broad variety of topics like cars, comput-

er and technology, finance, games, health and

lifestyle, or sports. 

The average price, measured in cost per thou-

sand (CPM), for an ad impression is EUR 0.63.

With an average CPM of EUR 0.69, prices for

ads with associated user data are higher than

prices for ads without user data that have an

average CPM of EUR 0.28. Thus, prices for ads

with user information are EUR 0.41 (ca. 146%)

higher than prices for ads without such infor-

mation. Yet, this price difference cannot directly

be interpreted as the increase that user data

causes. The reason is that this difference does

not account for other factors that impact differ-

ences between the prices, such as contextual

data of the publisher, location of the user, con-

tent of the publisher website, or characteristics

of the ad space (e.g., size or position). 

We, therefore, consider these factors in a

regression and also account for selectivity con-

cerns. Selectivity concerns arise because the

(un-)availability of user data is not random but a

result of a user’s deliberate choice of web

browser or the installment of privacy manage-

ment apps blocking user tracking. Therefore,

users who do not allow for tracking might be

systematically different to users who allow for

tracking, e.g., in their preference for online

advertising, and those (unobserved) differences

might impact ad prices. If these unobserved dif-

ferences influence the probability of having

user information associated, then we will have

an imbalance of these (also price influencing)

factors between ads with and without user

information. We, therefore, use augmented

inverse probability weighting (AIPW). AIPW is a

two-step procedure: We, first, estimate for each

ad the propensity of having user information

associated using a logistic regression. We,

then, use in the second step the inverse of this

propensity in a linear regression of ad prices on

all observable ad price determinants. This

weighting creates a balance in the unobserved

difference between ads with and without user

information. 

Empirical Findings

Controlling for all observable ad impression

price determinants, we estimate an average

CPM price of EUR 0.64 for ad impressions with

user data and EUR 0.44 for ad impressions with-

out user data. As a result, user information

yields prices that are EUR 0.20 (ca. 45%) higher.

Stated differently, disabling user tracking could,

therefore, lead to a reduction in ad impression

prices of ca. 30%, as Figure 1 depicts. Given that

the total share of ad impressions with user data

accounts for around 85% of all ad impressions,

the vast majority of ad transactions in the market

could suffer from a severe price reduction.

Assuming that the total advertising revenue

numbers stated in the outset came from up to

85% of ad transactions with user data, the poten-

tial loss in the EU would be more than EUR 14

billion and in the US more than USD 27 billion. 

We, further, investigate whether the potential

price reductions differ between publishers. We

observe the highest price reduction for publish-

ers that provide content related to (1) cars and

(2) computer and technology products. User

data in these industries seems to be especially

valuable. Publishers with content related to

shopping and lifestyle products indicate the

lowest price reduction. User data seems, there-

fore, to be especially valuable related to high-

priced products (e.g., cars or computers).

Advertisers could have a higher WTP for data of

users interested in these products due to high-

er expected profits compared to lower-priced

products in the shopping and lifestyle area.

User preferences for high-priced products are

usually also more specific, compared to broad-

er user preferences in lower-priced products,

which could make user data more valuable in

high-priced product environments. 

Conclusion

Our study demonstrates the high economic

value of user data. We find that prices for ad

impression drop by ca. 30% when no user data

is available. Since many companies base their

business models on advertising revenues, our

prediction could guide managers of these com-

panies when designing new pricing schemes or

switching to other business models. For exam-

ple, companies could offer users the possibility

of not collecting user information and in

exchange charge a subscription fee that com-

pensates for losses in advertising revenue.

Our research results inform policy makers

about the potential economic losses when bal-

ancing user privacy interest and interests of

companies in the future. 
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Figure 1: Price Differences of Ad Impressions
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Introduction

In order to effectively leverage their data, DBMS

users are required to not only have prior knowl-

edge about the database schema (e.g., table and

column names, entity relationships) but also

a working understanding of the syntax and

semantics of SQL. Unfortunately, despite its

expressiveness, SQL can often hinder non-tech-

nical users from exploring and making use of

data stored in a database. These requirements

set “a high barrier to entry” for data exploration

and have, therefore, triggered new efforts to

develop alternative interfaces that allow non-

technical users to explore and interact with their

data conveniently. For example, imagine a doc-

tor wants to look at the age distribution of

patients with the longest stays in a hospital. To

answer this question, the doctor would either

need to write a complex nested SQL query or

work with an analyst to craft the query. Even with

a visual exploration tool (e.g., Tableau, Vizdom),

posing such a query is nontrivial, since it re -

quires the user to perform multiple interactions

with an understanding of the nested query

semantics. Alternatively, with an NL interface,

the query is as simple as stating: “What is the

age distribution of patients who stayed longest

in the hospital?”

Based on this observation, a number of “natural

language interfaces to databases” tools (NLIDBs)

have been proposed that aim to translate natural

language to SQL (NL2SQL). The first category of

solutions are rule-based systems, e.g., NaLIR (Li

and Jagadish, 2014), which use fixed rules for per-

forming translations. Although effective in specif-

ic instances, these approaches are brittle and do

not generalize well without substantial additional

effort to support new use cases. More recently,

deep learning techniques have gained traction for

NL2SQL, since similar ideas have achieved suc-

cess in the related domain of machine translation.

For example, generic sequence-to-sequence

(seq2seq) (Zhong et al., 2017) models have been

successfully used in practice for NL2SQL transla-

tion, and more advanced approaches like Syntax

SQLNet (Yu et al., 2018), which augments deep

learning models with a structured model that

considers the syntax and semantics of SQL, have

also been proposed.

However, a crucial problem with deep learning

approaches is that they require an enormous

amount of training data in order to build accurate

models. The aforementioned approaches have

largely ignored this problem and assumed the

availability of large, manually-curated training

datasets (e.g., using crowd-sourcing). In almost

all cases, however, gathering and cleaning such

data is a substantial undertaking that requires a

significant amount of time, effort, and money.

Moreover, existing approaches for NL2SQL trans-

lation attempt to build models that generalize to

new and unseen databases, yielding performance

that is generally decent but does not perform as

well as running new queries on the databases

used for training. That is, the training data used to

translate queries for one specific database, such

as queries containing words and phrases pertain-

ing to patients in a hospital, does not always allow

the model to generalize to queries in other do -

mains, such as databases of geographical loca-

tions or flights.

In order to address these fundamental limita-

tions, in a recent SIGMOD 2020 paper (Weir et al.,

2020), we proposed DBPal, a fully pluggable

NL2SQL training pipeline that can be used with

any existing NL2SQL deep learning model to

improve translation accuracy. DBPal implements

a novel training pipeline for NLIDBs that synthe-

sizes its training data using the principle of weak

supervision.

The basic idea is to leverage various heuristics

and existing datasets to automatically generate

large (and potentially noisy) training data instead

of manually handcrafting training examples.

In its basic form, only the database schema is

required as input to generate a large collection of

pairs of NL queries and their corresponding SQL

statements that can be used to train any NL2SQL

deep learning model.

In order to maximize our coverage across natu-

ral-linguistic variations, DBPal also uses addi-

tional input sources to automatically augment

the training data through a variety of techniques.

One such augmentation step, as an example, is

an automatic paraphrasing process. The goal of

these augmentation steps is to make the model

robust to different linguistic variations of the

06 efl | insights 02 | 2020

DBPal: A Novel Lightweight NL2SQL
Training Pipeline
NATURAL LANGUAGE (NL) IS A PROMISING ALTERNATIVE INTERFACE TO DATABASE

MANAGEMENT SYSTEMS (DBMSs) BECAUSE IT ENABLES NON-TECHNICAL USERS TO

FORMULATE COMPLEX QUESTIONS. RECENTLY, DEEP LEARNING HAS GAINED TRAC-

TION FOR TRANSLATING NATURAL LANGUAGE TO SQL. HOWEVER, THE CORE PROBLEM

WITH EXISTING DEEP LEARNING APPROACHES IS THAT THEY REQUIRE AN ENORMOUS

AMOUNT OF MANUALLY CURATED TRAINING DATA IN ORDER TO PROVIDE ACCURATE

TRANSLATIONS. WE PRESENT DBPAL THAT USES A NOVEL TRAINING PIPELINE TO

LEARN NL2SQL INTERFACES WHICH SYNTHESIZES TRAINING DATA AND, THUS, DOES

NOT RELY ON MANUALLY CURATED TRAINING DATA.

Benjamin Hättasch Nadja Geisler

Carsten Binnig

Research Report
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same question (e.g., “What is the age distribution

of patients who stayed longest in the hospital?”

and “For patients with the longest hospital stay,

what is the distribution of age?”).

In the evaluation of our SIGMOD publication, we

show that DBPal, which requires no manually

crafted training data, can effectively improve the

performance of a state-of-the-art deep learning

model for NL2SQL translation. Our results de -

monstrate that an NLIDB can be effectively boot-

strapped without requiring manual training data

for each new database schema or target domain.

Furthermore, if manually curated training data is

available, such data can still be used to comple-

ment our proposed data generation pipeline.

Overview of DBPal

In the following, we first discuss the overall archi-

tecture of a NLIDB and, then, discuss DBPal, our

proposed training pipeline based on weak super-

vision that synthesizes the training data from a

given database schema.

Figure 1 shows an overview of the architecture of

our fully functional prototype NLIDB, which con-

sists of multiple components, including a user-

interface that allows users to pose NL questions

that are automatically translated into SQL. The re -

sults from the user’s NL query are then returned to

the user in an easy-to-read tabular visualization.

At the core of our prototype is a neural translator,

which is trained by DBPal’s pipeline, that trans-

lates incoming NL queries coming from a user

into SQL queries. Importantly, our fully pluggable

training pipeline is agnostic to the actual transla-

tion model; that is, DBPal is designed to improve

the accuracy of existing NL2SQL deep learning

models (e.g., SyntaxSQLNet) by generating train-

ing data for a given database schema.

Training Phase. During the training phase,

DBPal’s training pipeline provides existing NL2

SQL deep learning models with large corpora of

synthesized training data (Figure 2). This training

pipeline consists of three steps to synthesize the

training data: (1) generator, (2) augmentation,

and (3) lemmatizer. Once training data is synthe-

sized by DBPal’s pipeline, it can then be used

(potentially together with existing manually

curated training data) to train existing neural

translation models that can be plugged into the

training pipeline.

Runtime Phase. The runtime phase can leverage

a model (neural translator) that was trained by

DBPal, as shown on the right-hand side of

Figure 2. The parameter handler is responsible

for re placing the constants in the input NL query

with placeholders to make the translation model

independent from the actual database and help to

avoid retraining the model if the underlying data-

base is updated. For example, for the input query

shown in Figure 2 (i.e., “What are cities whose

state is Massachusetts?”), the parameter handler

re places “Massachusetts” with the appropriate

schema element using the placeholder @STATE.

The lemmatizer then combines different variants

of the same word to a single root. For example,

the words “is”, “are”, and “am” are all mapped to

the root word “be”. Then, the neural translator

works on these anonymized NL input queries and

creates output SQL queries, which also contain

placeholders. In the example shown in Figure 2,

the output of the neural translator is: SELECT

name FROM cities WHERE state = @STATE.

Finally, the post-processor replaces the place-

holders with the actual constants such that the

SQL query can be executed.

DBPal’s Training Pipeline

The basic flow of the training pipeline is shown

on the left-hand side of Figure 2. In the following,

we describe the training pipeline and focus in

particular on the data generation framework. 

Generator. In the first step, the generator uses

the database schema along with a set of seed

templates that describe typical NL-SQL pairs to

generate an initial training set. In the second

step, augmentation, the training data generation

pipeline then automatically adds to the initial

training set of NL-SQL pairs by leveraging exist-

ing general-purpose data sources and models to

linguistically modify the NL part of each pair.

The main idea is that each seed template covers a

typical class of SQL queries (e.g., a SELECT-

07efl | insights 02 | 2020

Figure 1: Overview of DBPal’s Architecture

Figure 2: Training and Runtime Phase
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FROM-WHERE query with a simple predicate).

Composing the seed templates is only a minimal,

one-time overhead, and all templates are in -

dependent of the target database, i.e., they can

be reused for other schemas. Furthermore, in

DBPal, we assume that the database schema

provides human-understandable table and attrib-

ute names, but the user can optionally annotate

the schema to provide more readable names if re -

quired. Deriving readable schema names auto-

matically is an orthogonal issue.

The schema information is, then, used to instan -

tiate these templates using table and attribute

names. Additionally, manually predefined diction-

aries (e.g., to cover synonyms) can be used to

instantiate simple variations of NL words and

phrases (e.g., “Show me” and “What is” for the

SELECT clause). Currently, DBPal contains ap -

pro ximately 100 seed templates. A typical training

set that can be generated from these templates

contains around one million NL-SQL pairs for

a simple, single-table database schema and

around two to three million for more complicated

schemas.

Augmentation. A core aspect of our pipeline is the

augmentation step that automatically expands

the training data produced by our generator in

order to offer more accurate and linguistically

robust translations. During augmentation, the

training data generation pipeline automatically

adds new NL-SQL pairs by leveraging existing

general-purpose data sources and models to lin-

guistically vary the NL part of each pair. The goal

of the augmentation phase is to cover a wide

spectrum of linguistic variations for the same SQL

query, which represent different versions of how

users might phrase the query in NL. This aug-

mentation is the key to make the translation

model robust and allows DBPal to provide better

query understanding capabilities than existing

standalone approaches.

Lemmatization. Finally, in the last step of the data

generation procedure, the resulting NL-SQL pairs

are lemmatized to normalize the representation

of individual words. During this process, different

forms of the same word are mapped to the word’s

root in order to simplify the analysis (e.g., “cars”

and “car’s” are replaced with “car”). The same

lemmatization is applied at runtime during the

aforementioned pre-processing step.

Conclusions and Future Work

We presented DBPal, a fully pluggable natural

language to SQL (NL2SQL) training pipeline that

generates synthetic training data to improve both

the accuracy and robustness to linguistic varia-

tion of existing deep learning models. In combina-

tion with our presented data augmentation tech-

niques, which help improve the translational

robustness of the underlying models, DBPal is

able to improve the accuracy of state-of-the-art

deep learning models by up to almost 40%.

Longer term, we believe that an exciting opportu-

nity exists to expand DBPal’s techniques to tackle

broader data science use cases, ultimately allow-

ing domain experts to interactively explore large

datasets using only natural language (Rogers et

al., 2017). In contrast to the typical notion of one-

shot SQL queries currently taken by DBPal, data

science is an iterative, session-driven process,

where a user repeatedly modifies a query or

machine learning model after examining inter-

mediate results until finally arriving at some

desired insight, which will, therefore, necessitate

a more conversational interface. These exten-

sions would require the development of new tech-

niques for providing progressive results (Turkay et

al., 2018) by extending past work on traditional

SQL-style queries and machine learning models.

Finally, we believe there are also interesting

opportunities related to different data models,

e.g., time series (Eichmann et al., 2017) and new

user interfaces, e.g., query-by-voice (Lyons et al.,

2016).
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Insideview

Why Open Innovation in B2B
Needs a Push
INTERVIEW WITH SVEN SIERING

Open innovation means opening up the inno-

vation process and joining forces with the

outside world, involving experts from other

companies, start-ups, and universities.

Especially in the B2B sector, there is still a lot

of catching up to do taking this step. Often

enough, prevailing competition bars the way

to progress. Which advantages do you see in

taking a step towards open innovation?

Opening up enables companies to challenge

problems faster, validate new ideas, search for,

and find suitable partners as well as test solu-

tions. Including various perspectives delivers

results that are more valid, adds new insights,

and taps additional potentials. Plus, you create

a trustful network. This builds the crucial base

for implementing jointly explored solutions at

a later stage. 

Why do you see great potential here, especially

in the B2B sector?

Today's value chains and networks evolved and

manifested themselves through the years. Thus,

it is often difficult to break new ground. Due to

the ever faster changing framework conditions

caused by new technologies and trends and the

resulting changes in demand, established com-

panies in particular are under considerable

strain to innovate. Newcomers often find it

easier because they are consistently committed

to innovation and take unconventional paths.

Open innovation helps established companies,

especially in the B2B sector, to understand

their customers’ requirements and to react to

changes at an earlier stage. At the same time, it

also makes it easy to compensate for missing

competences, as larger, more diverse teams

draw on more resources, of course. To support

this step, we are currently creating a cross-

industry open innovation platform, B2Innovate.

What kind of solution do you provide and who

can participate?

With B2Innovate (launch planned in August

2020), we address any companies regardless of

their size in the context of Industry 4.0. No mat-

ter if it is, for example, a mechanical engineer-

ing com pany, a telecommunications company, a

construction company, or a supplier. On the

platform, we offer the chance to collaborate on

problem areas, to develop suitable problem

solutions, or to find suitable startups to tackle

their challenges. In addition, we will organize

accompanying events and personal meetings to

strengthen commonalities within this project.

Why are universities so interesting?

Research and development are universities’

inherent competences. There, researchers

develop new technologies, research human

behavior, and make new connections from all

this. Additionally, the university environment

started to encourage directly founding startups.

Thus, there is a valuable potential for companies

here and my suggestion is to tap that. Our plat-

form intends to support in this respect. With the

Goethe University Frankfurt and the Technical

University of Darmstadt, two partners are

involved right from the start. We are already in

touch with other universities.

Where do you see challenges ahead for

B2Innovate?

Open innovation in the B2B sector is not a matter

of course. There have been attempts before trying

to establish such a platform. At Deutsche Leas -

ing, we deliberately chose a neutral, un branded

approach. The goal is to find a common path

that meets everyone’s requirement. Therefore,

the platform is also free of charge for users.

The currency for participation is the feedback

the users provide and their active involvement. 

What do you wish for the future?

I would like to see a big community on B2-

Innovate, especially in the midst and aftermath

of the current challenges so we can shape our

future together by open innovation.

Thank you for this interesting conversation.

Sven Siering

Head of Digital Innovation Unit

Deutsche Leasing AG
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FIRM Dissertation Price
Dr. Benjamin Clapham was awarded the Research Prize 2020 of the Frankfurt Institute for Risk
Management and Regulation for his dissertation “Integrity and Efficiency of Electronic Securities
Markets: Fraud Detection, Safeguards, and the Role of High-Frequency Trading”. The dissertation was
supervised by Prof. Gomber. Congratulations!

efl Jour Fixes via Online Video Conference Due to COVID-19
We have changed the format of our monthly efl Jour Fixes. If you are interested in taking part in our
digital Jour Fixes, please e-mail to: info@eflab.de. All dates are on our website.

efl Spring Conference 2020
Thank you for your participation in the efl Spring Conference 2020 “The value of data in business,
research and society”, on February 18th, 2020, organized by Prof. Hinz and his team. Over 350 persons
from 68 organizations gave their time and resources to attend and to contribute. Participants and
speakers made the efl Spring Conference 2020 a success. We would like to give special thanks to
the speakers. Hopefully, all participants enjoyed both the scientific part and the social “get together”
after the conference and used the opportunity to extend existing networks. We hope to see you at the
efl Spring Conference 2021!

New Colleague
In April 2020, Tino Cestonaro joined the Chair of Prof. Gomber as a doctoral student. He holds a Master’s
Degree in Business Administration from Goethe University with a concentration in Finance. During his
doctoral studies, Tino will focus on big data applications in Finance.

Haushaltskrisenbarometer – A Bi-Weekly Updated View on the Economic Situation of German
Households During the Corona Crisis
Prof. Hackethal has been operating the “Haushaltskrisenbarometer” together with Prof. Inderst since
March 2020. Core element is the evaluation of survey responses of a large sample of households in the
Nielsen Consumer Panel. It provides a reliable and timely picture of the economic situation, (consumer)
behavior, and expectations of the entire population. Additionally, it provides insights into the actual
purchasing behavior of all households. FAZ, WELT, Spiegel, and Wirtschaftswoche, among others, have
reported on the results.

Successful Funding
The team of Prof. Hinz succeeded in raising a seeding fund with the proposal “From Machine Learning
to Machine Teaching (ML2MT) – Making Machines AND Humans Smarter” in the call “Artificial
Intelligence and the Society of the Future” by the Volkswagen Stiftung. The seeding of about EUR
150,000 should be used to write a full proposal in 2020.

Outstanding Reviewer Award 2019 
Prof. Dr. Gomber received the Outstanding Reviewer Award 2019 from “Electronic Markets – The
International Journal on Networked Business”. The renowned journal recognizes commitment and
reliability of reviewers as well as outstanding quality of their reviews. 
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Using a field test on Facebook across 191 countries, the authors provide empirical evidence that an

ad serving algorithm specifically instructed to be gender-neutral can lead to a discriminatory out-

come where STEM (science, technology, engineering, and math) career ads are 20% more likely to

be shown to men. Notably, the algorithmic discrimination does not reflect learned patterns from

consumer behavior or country-specific preferences. Instead, discrimination is the consequence of a

market price externality caused by the bidding for the ad placement. By trying to allocate the ad

cost-effectively, the algorithm starts to discriminate because advertisers from other industries prize

young women’s attention higher than the attention of men. Extending to other platforms, these find-

ings seem to represent an idiosyncrasy of the online advertising ecosystem.

Lambrecht, A.; Tucker, C.

In: Management Science, 65 (2019) 7, pp. 2966-2981.

Infopool

RESEARCH PAPER: ALGORITHMIC BIAS? AN EMPIRICAL
STUDY OF APPARENT GENDER-BASED DISCRIMINATION IN
THE DISPLAY OF STEM CAREER ADS

In order to democratize data science, we need to fundamentally rethink the current analytics stack,

from the user interface to the “guts”. Most importantly, enabling a broader range of users to unfold

the potential of (their) data requires a change in the interface and the “protection” we offer them.

On the one hand, visual interfaces for data science have to be intuitive, easy, and interactive to reach

users without a strong background in computer science or statistics. On the other hand, we need to

protect users from making false discoveries. Furthermore, it requires that technically involved (and

often boring) tasks have to be automatically done by the system so that the user can focus on

contributing their domain expertise to the problem. In this paper, the author presents Northstar, the

Interactive Data Science System, which was developed to explore designs that make advanced

analytics and model building more accessible.

Kraska, T.

In: Proceedings of the VLDB Endowment,11 (2018) 12, pp. 2150-2164.

RESEARCH PAPER: NORTHSTAR: AN INTERACTIVE DATA
SCIENCE SYSTEM
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